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Tracking of Scalpel Motions With an Inertial
Measurement Unit System

Ernest Kabuye , Tess Hellebrekers, Justin Bobo, Nolen Keeys , Carmel Majidi ,
Jonathan Cagan , and Philip Leduc

Abstract—Surgical planning to visualize a complete proce-
dure before surgical intervention, paired with the advanced
surgical techniques of a surgeon, has been shown to improve
surgical outcomes. Efforts to improve surgical planning have
included tracking real-time surgeon movements via surgical
instruments in a confined body cavity space in the human
body to enhance specific techniques when performing mini-
mally invasive surgery. In this work, a surgical tool tracking
approach is presented that leverages small scale electronics
to enable real-time positioncapture for use in iterative surgical
planning. By integrating a lightweight 9 degree-of-freedom
Inertial Measurement Unit (IMU), our system captures both
spatial and temporal information of the surgical tool without
requiring a direct line-of-sight. The IMU is printed on a flex-
ible film and attached to and integrated with a surgical tool
demonstrating its tracking capabilities. Data from the IMU is analyzed to determine the full range of motion during angular
displacement for measurement and tracking. The results show an accuracy of 2.20, 2.90 and 3.10 of the full range of motion
of the X (Yaw), Y (Roll) and Z (Pitch) Euler angle coordinate system respectively demonstrating the potential for surgical
tool tracking measurement without the need for a direct line of sight and with future impact including flexible electronics
and motion tracking. This work will be helpful in a diversity of fields including surgery, surgical training, biomaterials,
and motion tracking.

Index Terms— Small scale electronics, flexible electronics, surgical procedures, tool tracking, inertial measurement.

I. INTRODUCTION

PRE-OPERATIVE surgical planning involves the use of
computer aided imagery to super impose multiple layers

of the anatomy to set defined surgical paths [1]. The dynamic
status of these anatomical regions during surgical procedures
means that real-time iterative surgical planning based on
changing surgical tool locations to guarantee positive surgical
outcomes and decrease surgical time is critical [2]. Further
improvements in technology, using smaller scale visually
based electronics in such surgery, have also provided the
ability to create motion-tracking sensors that are integrated
with surgical instruments to improve real time feedback for
iteration of surgical operating and planning scenarios in these
confined cavity spaces. However, these surgical tool tracking
approaches all require a direct line of sight with bulky and
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expensive visual markers. Currently, to assist surgeons in
tracking surgical tools while performing minimally invasive
surgical procedures, commercially available [3] systems like
the NDI Polaris Vega use a combination of visual active and
passive markers [4]. These markers are visible impressions on
surfaces strategically placed in an operating room and on the
surgical tools, which enable the optical tracking of the surgical
tools with respect to the target site tissue deformation [5] and
rely on hand tracking for precision and accuracy [6]. This
approach not only augments the user’s surgical technique,
but also ascertains a path for pre-surgical planning. Other
commercial systems utilizing computer vision (CV) like the
Procedicus MIST and the Reachin Laparoscopic Trainer have
been designed to deploy additional haptic feedback [7], [8]
to the intended user and help with fundamental surgical skills
assessment [6] and motion analysis tracking with assistance
from augmented reality. Despite all these features, as user
preference is a target [9], these VR systems still require a
direct line of sight to the target area for surgical training
effectiveness.

A promising alternative to CV-based approaches involves
the use of inertial measurement units (IMUs). This is because
an IMU can be programmed to transmit motion tracking data
without the need for a direct line of sight. Technological
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advances with robotic surgery [10], smart instruments[11] and
flexible and stretchable electronics [12], [13] have brought
about the use of IMUs in various applications [14]. IMUs
measure a body’s force, angular rate, and orientation through a
combination of accelerometers, gyroscopes, and magnetome-
ters. Wearable IMU devices integrated with electronics and
optical biosensors can provide various real time data, from
temperature to drug delivery [15]. In medical applications,
IMUs have also been used to monitor and measure gait
analysis in body joints [16], [17] as well as improvement in
placement of class III [18] medical devices such as pedicle
screws [19]. While promising for surgical applications, prior
work is limited both in incorporating only 6 degree-of-freedom
(DOF) IMUs, thereby limiting position accuracy, and physical
incorporation and integration into small, and in particular
hand-held, surgical tools.

Our work in this paper introduces a method for tracking a
surgical instrument using a 9 DOF IMU, printed on a flexible
circuit, that is directly attached to and integrated into a surgical
tool, to provide real time motion tracking at higher accuracy,
reducing dexterity interference, and a measurement profile of
a proposed surgical path without the need for a direct line of
sight. This advancement enables and provides the capability
for an un-occluded pre-surgical and iterative surgical path plan.

II. RELATED WORK AND MOTIVATION

A. Surgical Tool Tracking
During tissue resection, surgical procedures entail contact

with tissues via dexterous tissue manipulation [20]. To pro-
vide a simulated feedback loop using augmented reality for
accompanying systems, errors due to noise, latency, position
or even orientation need to be minimized [21]. MEMS (micro-
electrical mechanical system) have been designed to generate
simulated feedback in the form of haptic transduction as input
for robotic assisted minimally invasive surgery [22]. However,
orientation error persists in these systems, and this increases
user error, which negatively impacts surgical planning. In a
challenging scenario [21], the user would experience between
0.90 to 4.70 angular error in orientation error when tracking
distant (maximum distance of 61 m) objects while still being
able to track the user’s head with an InterSense IS-900
6 degree of freedom tracker. Here, a negative denotes a shift
to the left-hand side of the real environment from projection
of the augmented environment and is akin to having a user
look left towards a target object placed in the front of their
view. Additional work in video-based tracking of laparoscopic
tools using the visible characteristic point of the tool [23]
to determine tool position and orientation determined that
for gesture analysis and an objective evaluation of surgical
maneuvers, an overall volumetric accuracy of 2.89 mm root-
mean-square (RMS) and 9.28 mm RMS [24] at a constant and
a variable depth respectively is desired.

In other instances of surgical tool tracking, an optical
approach is used through utilizing imagery of the cylin-
drical shape of a surgical instrument [25], along with a
camera position that can be used to determine the position
and orientation of an endoscopic instrument in an operating
room. This approach localizes five degrees of freedom (i.e.,

two rotation angles around an access point, insertion depth,
and rotation of the instrument around an axis). However,
this method has accuracy limitations as well as registration
errors [26]. This approach also can only be used for large-scale
position tasks such as surgical navigation assistance tasks like
proximity warnings and thus for augmented reality guidance
in surgeries that require greater precision of 5μm such as
workspace measurement or tele-mentoring, accurate tracking
would be challenging [27]. To address the registration error,
other systems have used head mounted displays that relay
select real time data to the user [28]. These have been used
in environments where the alignment of this imagery with
the physical anatomy is feasible, but this approach provides a
limited scope-of-view to the surgeon.

B. Inertial Measurement Unit Sensing
To provide improved tracking of surgical instruments in

this field, advances using IMUs utilizing more than 6 DOF
(Degree of Freedom), with each degree of freedom denoting an
axis, have been proposed. These advances include algorithms
that have been designed to measure and account for error
estimation in measurements caused by magnetic distortions
in the proximal field [29]. This error information is critical in
establishing the accuracy of surgical tool tracking when these
proposed systems are compared with commercially available
surgical robotic systems. Commercially available systems like
the Polaris Spectra and Vicra [30] employ optical tracking
algorithms that specify an overall volumetric root-mean-square
(RMS) distance accuracy of 0.25mm and an orientation error
average of 0.3620 for an active rigid body based on a com-
bination of up to 12 markers, (with each marker providing
6 DOF, this comes to 72 DOF necessary for tracking). Other
commercial systems like the Vive tracker, utilizing 6DOF, have
been used to track body motion with IMU’s to within 0.260

for the angular displacement and have thus been established
as the benchmark for best performance [31].

C. Motivations of Research
The approach introduced in this work is motivated by the

advancement of small-scale electronics, specifically, IMU’s
related to medical applications such as surgical path plan-
ning [32]. Despite the viability of commercial tracking sys-
tems, their more complex set up, requirement of a direct
line-of-sight and the high cost make them challenging to use
for surgical path planning implementation that is required for
successful surgical outcomes. The flex PCBs, via the IMU
enables a much tighter integration with surgical tools without
a direct line-of-sight requirement.

Other advances in attempting to address the sensing defi-
ciencies of a 9-DOF IMU through calibration [33] of the
output and in combination with Extended Kalman Filters to
improve its accuracy in measurement have been made [29].
To date, a majority of IMU’s rely on only the accelerometer
and gyroscope for precision tracking. By adding a magne-
tometer, the accuracy for the measurement of the tracking
of surgical tools could be significantly improved. However,
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Fig. 1. A surgeon hand holding a scalpel with a flexible IMU attached
to the center of the tool. The ending wires denote the power and signal
transmission lines for setup.

incorporating an IMU with an additional degree of freedom
from the magnetometer could create faulty readings due to
soft and hard iron distortions [34]. The former is related to
objects that can influence the magnetic field around the IMU,
and the latter is related to separate objects that create their
own magnetic field that distorts other magnetic fields.

This paper integrates a 9 degree-of-freedom IMU in com-
bination with a surgical tool as an approach for tracking tool
motion in a confined cavity space and relaying this real time
data for an iterative approach for surgical planning. Fig. 1
displays a surgeon holding a surgical tool that has been fitted
with a flexible IMU for real time tool tracking. A surgical path
is defined for the surgeon to follow with their tool. The tool
location is presented on the orientation display monitor in full
view of the surgeon. The surgical path is then updated per this
real time information to account for the tissue dynamics. The
additional axis in the IMU not only improves measurement and
location precision, but also helps address direct line-of-sight
and head mounted display weight challenges without impeding
any surgical technique guidelines. The approach is then tested
to demonstrate a full range of motion with the proposed IMU
combination.

III. TEST METHODOLOGY

A. Inertial Measurement Unit
For surgical tool tracking, a 9-DOF IMU, InvenSense

ICM20948, is used, which contains 3 internal triple-axis
MEMS sensors. The first sensor is an accelerometer that
measures rotation and translation through an output of elec-
trical capacitance when placed under mechanical stress. The
accelerometer contains capacitive plates internally that are
attached to a mechanical spring that moves internally as
acceleration forces act upon the sensor. The movement of the
plates relative to each other causes a capacitive change, that
allows the acceleration to be determined. The second sensor
is a gyroscope that measures a body’s relative position to the
earth’s gravitational field. It accomplishes this by measuring
the angular velocity from the body’s rotation around an axis
and correlating that to a voltage to determine the position.
The third sensor is a magnetometer that measures a body’s
proximity to the gravitational field. It accomplishes this by
measuring the change in electrical current from the change

Fig. 2. (A) Data Fusion Schematic on the IMU showing the 9 DOF fused
from each 3 axis from each sensor on the IMU board. (B) ICM 20948
IMU; (C) IMU Sensor coordinate system showing the axes provided form
each of the three sensors namely the accelerometer, gyroscope, and
magnetometer.

in magnetic flux density around a body. The magnetic field
affects the motion of the electrons, and this change can be
used to determine the direction of the magnetic field. Each
sensor (gyroscope, accelerometer, and magnetometer) provides
data for a three-axis coordinate system for a total of 9 DOF
that, when combined with a manufacturer’s or application data
fusion algorithm, from all three sensors by the onboard Digital
Motion Processor (DMP), creates a single three axis (XYZ)
absolute orientation coordinate system (Fig. 2). Given the
dynamic nature of movement, the earth field has a significant
magnetic inclination or dip that is geographically dependent.
By using the gyroscope to estimate this position and account
for this magnetic dip, the onboard DMP will then approximate
the heading angle of the magnetometer using the pitch and roll
measurements from the accelerometer and then output the final
precise position through a motion fusion algorithm. Of note,
the 9-DOF IMU provides the data to the algorithm, and any
individualized algorithm can use the data to articulate a precise
location.

This coordinate system defines the output data axis as X
(yaw), Y (roll) and Z (pitch) and is derived from Tait-Bryan
angles, also known as nautical angles or Euler angles [35] also
primarily used in gait posture estimation and analysis [36].

B. Surgical Path Planning Setup
In a clinical setting, surgical tool placement in the center of

the palm (Fig. 1) is not only done for ergonomics but also to
ensure that the surgeon movements during minimally invasive
surgery are not impeded as this is a position that is widely used
when performing certain surgical techniques such as incision
into cavity regions [6]. The proposed surgical tool tracking
method would have a customized flexible IMU attached to
the central pivot of the surgical tool versus being positioned
on either end of the tool. This flexible IMU placement not only
maintains the ergonomic attributes but also does not impede
a surgical technique with a direct line of sight requirement.
Calibration of the IMU to accurately track a surgical tool
is then marked critical as this precise location after the
calibration step is what will be used to iterate the pre-planned
surgical path once surgery is engaged. With this surgical
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technique position selected, it is mindful to note that despite
dexterity of surgical techniques being considered subjective
and unquantifiable, measurement of time taken to complete
a surgical task correlate to positive surgical outcomes [37].
However, the focus in this paper is the surgical path chosen
and it is a vertical path to simulate an incision into tissue.

C. IMU Setup and Calibration
An IMU sensor (InvenSense ICM20948) is programmed

through an Arduino to provide output sensor data (Fig. 2) with
a custom API built to filter out the noise at a 115200 baud
sampling rate based on the manufacturer supplied sensitivity
range for each of the different sensors. The data fusion from
all three sensors (Fig. 2) provides data as a 3-D space absolute
orientation X (Yaw), Y (Roll) and Z (Pitch) coordinate system.

To account for hard and soft iron distortions in the field
as well as any variations/noise, the magnetometer has pro-
grammable digital filters that limit the range of measurement
data to within the manufacturer’s specification. The gyroscope
and accelerometer sensors, similarly per the manufacturer’s
specification, have a 1x average filter that smoothed out the
data during sampling.

The calibration is accomplished for each sensor on the board
per recommended manufacturing specifications. To calibrate
the accelerometer, the shorter side of the board with the black
circle in Fig. 2 is moved along the 3 axes in both directions
and is maintained in that position for 5 seconds. The gyroscope
is calibrated by moving the board for 5 seconds and letting it
rest on the table for 5 seconds. The magnetometer is calibrated
by moving the board in a figure-8 style motion for a total of
5 times.

The internal runtime and background calibration for the
IMU ensures that optimal performance of the sensor data is
maintained with each output of absolute orientation data point
(X, Y, Z) by having a system (Sys) level wide reading next to it
(Fig. 3). This will display a range from 0 (bad) to 3 (great) for
the calibration confidence for each sensor: A - accelerometer,
G – gyroscope, and M- magnetometer. This system (Sys) is
a measure of the calibration confidence from data fusion for
each data point as the measurement accuracy is made by the
corresponding sensor.

D. Sensor Output
For the proposed tracking method, the IMU sensor provides

a structured data set for absolute orientation that is obtained
from the 9 degrees of freedom measurements. As one example
in the case of a tumor biopsy where an incision is made
to perform a biopsy [38], this tracking method is meant to
simulate motion during the actual moment that the surgeon,
following a path of least resistance with a surgical tool like
a scalpel, makes physical contact with the compact tissue.
At this point of contact, there is limited further lateral motion
with respect to the surgeon holding the scalpel in hand and
the change in absolute orientation is related to a pivot at
the wrist to make a vertical incision into a tissue with the
scalpel. Due to this technique, this scenario can be modeled
and tracked with an absolute orientation system. Because of

TABLE I
DATA OUTPUT SCHEMATIC AND OPERATING RANGE FOR IMU

Fig. 3. Sample customized IMU sensor output data (Post Processing)
showing an object whose gyroscope, accelerometer and magnetometer
provide the system “great” calibration (“3”). Each column corresponds to
the nautical axis X(Yaw), Y(Roll) and Z(Pitch).

the small cavity of the body within which the surgeon must
operate, the accuracy of knowing this precise location, which
is then communicated to other systems used in surgical path
navigation, is critical. The range for each absolute orientation
axis (Table I) is the same as a Euler angle coordinate system
for absolute orientation tracking.

MATLAB and C++ software on the Arduino are employed
to analyze the output data from the customized IMU and
are output using an Arduino MKRZERO board. For the
analysis step, only data points whose system (Sys) calibration
is verified (i.e., a value of 3) is plotted with the rest discarded
Fig. 3 shows a sample of this data output from absolute
orientation tracking of a stationary object that has undergone
full calibration prior to data gathering.

E. Data Analysis
For data analysis, overall volume RMS distance error is

used to analyze the error after multiple runs. Data points from
each run are compared with each other over time to determine
the difference, εRMS, between the measured positions, rm, and
their corresponding reference position, rr, as εi = rri − rmi

for each data point, i. For this analysis, the first run is taken
as the baseline run and the positions are obtained from their
angular displacement, in degrees, based on the full range of
motion

εRM S =
√

1

N

∑N

i=1
(εi · εi ). (1)

F. Manufacturing of Flexible Printed Circuit Devices
To ensure that the electronics are compatible with the

contours of the surgical scalpel, the IMU and supporting
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Fig. 4. Top: Printed Circuit Board Manufacturing Process. Bottom
Left (A): Schematic for flexible printed circuit board. Bottom Right (B):
Flexible IMU printed on film substrate with soldered wire touchpoints.

MEMS are populated on a flexible printed circuit board. The
flexible PCB (fPCB) is manufactured by combining flexible
materials with integrated circuit (IC) electronics to provide a
thin and compliant construction with enhanced conformity.

The layout of the (fPCB) [39] is defined using Autodesk
EAGLE PCB Design Software and fabricated (Fig. 4) using
a wax printer (8570D Xerox ColorQube, Xerox), which
selectively deposits a masking ink onto a single-side copper
Kapton laminate (∼50 μm Kapton, ∼35 μm copper, 25 μm
polyimide film). Hydrogen Peroxide, hydrochloric acid, and
water are then mixed (2:1:1) to etch the sacrificial copper
layer that is exposed by the printed pattern. Additional manual
etching of the printed wax ink by a small scratch brush leaves
a conductive copper circuit trace (Fig. 4). Finally, rigid IC
(integrated circuit) chips are soldered to the circuit.

G. Angular Rotation Setup
To test the response of the IMU, the system is attached to a

horizontal platform (Fig. 5) to examine the angular motion by
rotation around a primary axis. The horizontal base platform
is mounted on a Stepper motor (NEMA-17 size-200 steps/rev,

Fig. 5. IMU circuit board on a test bed platform designed to rotate the
base platform around one primary axis at a time.

12V 350mA) via a vertical rod 4.5 inches in length and a cou-
pler to transmit the torque from the motor to the base platform
via a 9V power supply. The stepper motor is programmed via
an Arduino IDE for complete clockwise revolutions in micro
steps at controlled speeds from 5 to 60 RPM. Dexterous tissue
manipulation is approximated at speeds of 5 RPM with a target
determination for a maximum speed of 60 RPM.

The run test on the test platform first implements the internal
calibration of the axes corresponding to the three different sen-
sors. To provide clockwise continuous motion, a stepper motor
is controlled via an Arduino UNO R3 board for 30 continuous
clockwise revolutions. This clockwise motion is accomplished
through the rotation of a primary axis while fixing the sec-
ondary and tertiary axes for capturing data specific to the
rotational ranges outlined in Table I. An analysis of the points
generated throughout the runs enable the determination of the
range of values obtained by plotting the data points whose
system wide level calibration is 3 (“great calibration”). This is
repeated over multiple speeds defined as low (5 rpm), medium
(15 rpm), and high (60 rpm). The run test is then utilized for
each of the other remaining axes by changing the primary axis
of rotation while having the other two axes fixed.

Continuous motion of the test system shows a linear saw
tooth response along the profile of its expected values in that
axis. The continuous motion manifests as a saw tooth profile
because the angular measurement goes back to the beginning
counter after passing the maximum measurement. Fig. 6 is
a representative example of this continuous saw-tooth motion,
specifically in the Y axis (Roll), for 5 runs of the rotation. Each
angled line is a linear increase as the IMU rotates around the
Y axis (Roll) in a Euler angle coordinate system. Each angled
line represents one run from start to finish. The y-axis of the
graph is measured angular displacement (motion) in degrees
and the x axis is time in seconds.

IV. RESULTS

A. Angular Displacement Results
The absolute orientation versus normalized time in seconds

(Fig. 13) displays the motion profile over time during each run.
The angular displacement in degrees is on the y-axis with the
normalized time duration on the x-axis with speeds of low
(5rpm), medium (15rpm) and high (60rpm) marked as solid
lines, diamond squares and plus sign designation, respectively.
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Fig. 6. Angular displacement for five rotations in the Y(Roll) axis as the
primary axis at a slow speed of 0.5 RPM. The angular displacement of
this axis is from −900 to 900 normalized over a scale of 0-10.

Fig. 7. Time series plots for the X (Yaw) axis is shown above. Each angled
line in the Yaw represents a fully tracked angular motion throughout the
range for that axis. Speeds for low, medium, and high rotation are shown.

A full range of motion showing the angular displacement is
obtained for all the runs through all speeds

Fig. 7 is the approximately linear increase when angular
displacement is tracked, and the output is the X (Yaw) axis.
On close examination, the serrated profile in the data is more
prevalent at slow and medium speeds than at higher speeds
where a smooth transition is displayed.

Similarly, for the Y (Roll) axis in Fig. 8, the angular
displacement profile shows the peaks of each run. However,
the full range of measurement for the angular displacement
falls within a much tighter band of −80 to 80 degrees as
opposed to −90 to 90 degrees. There is a loss in scaling for
measurements in this absolute orientation axis. This loss in
scaling can either be accounted for during the calibration by
introducing data points with weaker calibration confidence (up

Fig. 8. Time series plots for the Y(Roll) axis is shown above. Each sine
wave is a fully tracked angular rotation. Speeds for low, medium, and
high rotation are shown.

Fig. 9. Time series plots for the Z(Pitch) axis is shown above.
Each angled line in the Yaw represents a fully tracked angular motion
throughout the range for that axis. Speeds for low, medium, and high
rotation are shown.

to Sys level 2) or by rescaling it to −90 to 90 degrees. Fig. 9
is the angular displacement of the output for the Z (pitch)
axis has a linear decrease over time and has the expected
output in the range of −180 to 180 degrees. Overall, the
IMU can repeatably capture and output absolute orientation
measurement around all three axes in a Euler angle coordinate
system.

B. Signal Comparison
Rotational motion in all three Euler axis directions is then

further analyzed. The motion is imposed over 30 runs at
medium speed (15rpm) for the same amount of time for
each absolute orientation axis (Table II). After the time syn-
chronization, the root-mean-square difference for each axis is
calculated to examine the difference between each run. These
30 runs are overlaid on each other to visualize and quantify

Authorized licensed use limited to: Uganda Christian University. Downloaded on March 29,2023 at 15:12:47 UTC from IEEE Xplore.  Restrictions apply. 



KABUYE et al.: TRACKING OF SCALPEL MOTIONS WITH IMU SYSTEM 4657

TABLE II
SIGNAL COMPARISON ALL ABSOLUTE ORIENTATION AXES

Fig. 10. Top left (A): Printed circuit board IMU on a surgical scalpel prior
to cutting a gelatin-based muscle mimetic tissue substrate; Top right (B):
The printed circuit board IMU attached to surgical scalpel in a hand;
Bottom (C); Flexible IMU attached to surgical scalpel at the center of tool
instrument.

any differences in their profiles for each absolute orientation
axis.

To account for the gyroscope noise in the setup and IMU
board, per the manufacturers’ instructions, a 0.05 general
tolerance is assigned to ascertain that all values are within
5% of each measurement variable across the three orientation
data plots. In addition, a 1%-time difference is included
for proper signal alignment per the ramp time difference as
the test for each run. This helps to synchronize the time
between the start of the runs. The most significant difference
appears to occur at the transition points of the measurement,
specifically at the end of the scale of each orientation data
axis measurement. The differences that occur at this transition
point will likely increase the RMS differences (Table II) in
the data signal output throughout the runs for each axis. The
signal comparison shows the RMS falls outside the 0.260 −
0.360 range for tracking surgical tools using commercially
available equipment utilizing optical trackers and acceptable
percent error for each absolute orientation axis.

C. IMU Integration With Scalpel on Gelatin-Based
Mimetic Tissue System

After analyzing the motion tracking of the IMU on the test
bed platform, the IMU based system is attached to a surgical
scalpel (Fig. 10) via the fPCB. The purpose of mounting the
circuit to the scalpel is to simulate the clinical conditions
necessary for the proposed surgical application. Tracking of
the tool will allow real time iterative surgical planning to occur.

The motion of this assembly is tracked during its initial
contact with, and via an incision cut on, a gelatin based

Fig. 11. The images (left to right) display the progression of one incision
cut into the gelatin muscle substrate as the scalpel moves from top
to bottom. Top: surgical scalpel attached with IMU at its center pivot.
Bottom: surgical scalpel attached with flexible IMU at its center pivot.

biomimetic substrate (Fig. 11) based on a pre-planned surgical
vertical path. The gelatin is a type of hydrogel that can be
used as 3D tissue scaffolds due to tissue-like mechanical
properties such as elasticity, stiffness and geometry and thus
have been used as engineered tissue to simulate muscle-
like structures [40]. Hydrogels have further been used to 3D
bio print aortic valves [41] while maintaining mechanical
properties such as ultimate strength and peak strain and
maintaining the tensile biomechanics comparable to actual
muscle tissue. The IMU is attached to the center of the scalpel
as an approximate pivot point for tracking absolute orientation
data. Three incisions are made in a positive and negative (up
and down vertical) motions in the Z axis (Pitch) Euler axis
into the gelatin muscle tissue substrate. These three incisions
are made in new locations each time. The movement of the
sensor translates to the angular displacement in terms of the
pitch (Z axis) for the measurement. It is important to note that
mechanical response of the tissue is not accounted for here, but
in the future that would help close the loop required to provide
a defined surgical path based on tool location, mechanical
response of the tissue, etc. in this cavity space.

In addition, the flexible IMU is then wrapped around the
scalpel with the overall scalpel position similar to the printed
circuit board (Fig. 11) to simulate tissue response during
scalpel motion for three incisions into the gelatin using a
proposed application setup of the flexible IMU.

The motion of the flexible IMU attached to the surgical
scalpel in Fig. 12 shows three different peaks signifying the
angular displacement of the scalpel each time the scalpel
enters and leaves the gelatin muscle substrate. This motion
is expected to be reflected only in the Z-axis (Pitch). The
motion profile for all three axes during the three incisions
is shown in Fig. 13. In this motion tracking of all three
orientation Euler axes, the Z-axis (Pitch) shows a change
in angular displacement consistent with the three incisions
with each incision peak signifying that respective travel. The
angular displacement in the Y axis (Roll) and the X axis (Yaw)
is expected to be relatively linear during the three incision
peaks into the gelatin muscle substrate as the only movement
made by an experienced surgeon would happen in the Z axis
(Pitch). However, due to the lack of surgical experience of the
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Fig. 12. Z (Pitch) Angular Displacement Profile for Incision into Gelatin.

Fig. 13. Angular Displacement motion profile for incision into Gelatin
muscle substrate for all three Euler orientation axes. The peaks are
shown in the Z(Pitch) and relative flatline movement is shown for X(Yaw)
and Y(Roll) concurrently.

experimenter, limited angular displacement occurs during the
incision into the gelatin muscle substrate, as indicated by the
non-flat profile of the tracked angular displacement in the X
axis (Yaw) and Y axis (roll), during the three peaks associated
with the incisions found in the Z axis (Pitch) in Fig. 13.

It is also important to note that for the proposed experi-
mental setup, there is no tracking of the lateral linear motion
of the scalpel and only the absolute orientation of an object
at its pivot is tracked. This setup represents the actual sur-
gical incision cuts made manually in the field. The absolute
orientation picked for surgical tool tracking is reflective of
the type of iterative surgical planning that is hard to predict
and would require further analysis as a base comparison
between the proposed approach of a flexible IMU attached to
a surgical tool and an industrial tracking method that utilizes
a commercial product with optical tracking capabilities as a
benchmark. Furthermore, the decision to take only calibration
data points, with a Sys level 3 for analysis, made in pre- and

post-processing of the data output for the IMU, enabled a
consistent output for the three axes with the data not being
affected by magnetic distortion.

V. CONCLUSION

The ability of a 9DOF IMU to track measurement motion
related to a surgical tool without requiring a direct line of sight
has been demonstrated for absolute orientation tracking in this
paper.

Real time surgical tool locations are necessary to help
close the feedback loop of a pre-surgical planned path to
generate new surgical paths as the surgical procedure is carried
out. Current approaches that rely on optical trackers to track
the user and the surgical tools in this environment through
a direct line of sight can hinder a full understanding of
surgical techniques as the user would have to accommodate the
constraint. A 9 DOF IMU is integrated onto our test platform
to demonstrate its utility in a full angular motion measurement
representative of absolute orientation by engaging in one of
its axes at a time to track the motion. The IMU and data
analysis allows us to obtain absolute orientation data for a
tracked surgical instrument. This approach is then used to
move and track a scalpel, attached with a customized flexible
IMU, through a gelatin based biomimetic substrate when a
series of incisions is made in the absolute orientation frame.
The capability of tracking as a flexible IMU film could be
useful to integrate with other minimally invasive surgical
approaches like gloves to provide additional autonomy with
surgical planning. In future work, the volume root-mean-
square angular displacement is currently outside the desired
accuracy and further refinement of the approach would be
beneficial. In addition, this setup is intentionally not placed
next to equipment that generates its own magnetic field leading
to specific hard iron distortion, which may cause challenges
in other scenarios. Effects of this distortion are partially
addressed and minimized not only through calibration but also
through selective filtering of the data. In a clinical setting,
equipment that causes extreme hard iron distortion is normally
separated and operated independently. The future work of this
application will eliminate all these ferromagnetic distortions
on the measurement data captured.

Since actual surgeries have varying surgical skillsets, and,
in this paper, we introduce technology for surgical planning
and training, a surgical plan of a manual vertical incision
into tissue that is tested demonstrates functionality of the
proposed application. Future research will study the use of
the technology in human subject experimentation and will also
expand work into establishing the accuracy and proficiency of
the user in relation to these surgical techniques as the current
method in the paper is focused on task execution.

This approach can be applied to other applications, such
as tracking a surgical tool along a defined and known path
to determine real time error and its effects on proper surgical
planning. Furthermore, the ability to link to motion when inter-
acting with other tissue substrates with different mechanical
properties will allow for integration with system analysis and
augmented reality approaches. Overall, our work will be of
interest to a diversity of fields including medicine, engineering,
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and computer science. The use of a 9 DOF IMU, and in
particular a flexible one, to accurately track measurement
profiles of surgical tools without need for a direct line of sight
is a novel addition in this regard.
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