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The present report introduces the QuBiLS-MIDAS software

belonging to the ToMoCoMD-CARDD suite for the calculation

of three-dimensional molecular descriptors (MDs) based on the

two-linear (bilinear), three-linear, and four-linear (multilinear or

N-linear) algebraic forms. Thus, it is unique software that com-

putes these tensor-based indices. These descriptors, establish

relations for two, three, and four atoms by using several (dis-

)similarity metrics or multimetrics, matrix transformations, cut-

offs, local calculations and aggregation operators. The theoreti-

cal background of these N-linear indices is also presented. The

QuBiLS-MIDAS software was developed in the Java program-

ming language and employs the Chemical Development Kit

library for the manipulation of the chemical structures and the

calculation of the atomic properties. This software is com-

posed by a desktop user-friendly interface and an Abstract

Programming Interface library. The former was created to sim-

plify the configuration of the different options of the MDs,

whereas the library was designed to allow its easy integration

to other software for chemoinformatics applications. This pro-

gram provides functionalities for data cleaning tasks and for

batch processing of the molecular indices. In addition, it offers

parallel calculation of the MDs through the use of all available

processors in current computers. The studies of complexity of

the main algorithms demonstrate that these were efficiently

implemented with respect to their trivial implementation.

Lastly, the performance tests reveal that this software has a

suitable behavior when the amount of processors is increased.

Therefore, the QuBiLS-MIDAS software constitutes a useful

application for the computation of the molecular indices

based on N-linear algebraic maps and it can be used freely to

perform chemoinformatics studies. VC 2014 Wiley Periodicals,

Inc.

DOI: 10.1002/jcc.23640

Introduction

Molecular descriptors (MDs) are numeric values obtained as

result of mathematical transformations of molecular structure

representations.[1] These are computed from different theories

and are widely used in different studies and scientific fields,

such as: quantitative structure-activity relationships/quantita-

tive structure-property relationships (QSAR/QSPR) studies, simi-

larity/dissimilarity studies, absorption, distribution, metabolism,

elimination - toxicity (ADME-Tox) applications, and so on. It is

obvious that a single descriptor may not suffice to solely char-

acterize all molecular structural features. In this way, it is

always important to consider a wide space of MDs to

adequately codify chemical information contained in molecular

representations.

Currently, there are several commercial- and free-software

and libraries that have been developed to calculate part of

the existing MDs according to criteria followed by their

authors or include the calculation of MDs as one of its fea-

tures.[2–9] The main purpose of all these informatics applica-

tions is to provide a tool that facilitates the configuration of

MDs for their calculation. These computational programs, in

general sense, are capable of calculating various kinds of

molecular indices, can run in different architectures and oper-

ative systems, and have a graphic user interface and/or an

interface based on command line to interact with the final

user. These aspects previously mentioned constitute desirable

featurees that MD calculating software should possess.

However, the most of these software present some limita-

tions or aspects to improve, which must be taken into

account in the development of future applications, such as:
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should be fully cross-platform; should be implemented to

perform multicore processing; should perform batch process-

ing of MDs; should have procedures for performing cleaning

and curation tasks of molecular datasets; should compute

local indices and so be used to analyze determined chemical-

fragments or atom-types; should allow considering the lone-

pair electrons of the atoms, as well as, to add (or remove)

hydrogen atoms for the computation of molecular indices. In

addition, the use of cutoffs for the analysis of the most

important noncovalent or covalent interactions (short-,

middle-, and large-contacts), the use of probabilistic transfor-

mations in the matrix representations and the use of mathe-

matical operators (so called aggregation operators) different

from the summation to obtain total (or local) MDs from

atomic contributions [local vertex invariants (LOVIs)], are fea-

tures rarely used in current software. Lastly, none of the exist-

ing programs include theoretical aspects to compute

molecular indices based on relations for more than two

atoms, for example, using multimetrics (tensor of degree 3 or

4).

In recent reports,[10,11] Marrero-Ponce et al. inspired by the

successful results achieved by the application of the algebraic

two-dimensional (2D)-MDs,[12–21] have proposed the QuBiLS-

MIDAS [acronym for Quadratic, Bilinear, and N-Linear Maps

based on N-tuple Spatial Metric [(Dis)-Similarity] Matrices and

Atomic Weightings] indices to consider geometric [three-

dimensional (3D)] features. These novel molecular parameters

utilize the bilinear, quadratic and linear algebraic forms to cod-

ify the 3D-information of chemical structures using several

(dis-)similarity metrics when analysis between atom-pairs is

performed. In addition, these molecular parameters use the N-

linear (N > 2) algebraic maps (as generalized mathematical

expressions of the bilinear, quadratic, and linear algebraic

forms) to take into account information between three and

four atoms of the molecules by means of (dis-)similarity multi-

metrics. This last approach has never been used before in the

definition of MDs.

These indices were assessed in three different chemoinfor-

matics studies: (1) variability analysis based on Shannon’s

entropy,[21,22] (2) linear-independence of the codified informa-

tion using Principal Component Analysis,[23] and (3) correlation

studies with determined biological activity (QSAR). For the

studies (1) and (2), the comparisons were performed with

respect to the geometric indices calculated by the DRAGON

software,[4] whereas in study (3) the results were analyzed with

respect to 3D-QSAR methodologies using Cramer’s steroids

dataset[24] and in other eight databases studied by Sutherland

et.al.[25] In all cases, the results achieved have a comparable-

to-superior behavior according to the comparison criterion fol-

lowed (Garc�ıa-Jacas et al., in process).[10,11]

In this way and taking into consideration the good results

attained, it is necessary the design of a computer program

which contribute to the calculation of these indices and there-

fore, this manuscript is dedicated to the presentation of the

free, cross-platform and parallel QuBiLS-MIDAS software

belonging to the TOMOCOMD-CARDD [acronym for Topologi-

cal Molecular Computational Design – Computed Aided

Rational Drug Design] framework.

QUBILS-MIDAS 3D-Descriptors

Mathematical definition for the N-linear form-based

algebraic indices

The QuBiLS-MIDAS molecular 3D (geometric) indices[10,11] (see

Supporting Information 1) are computed from the atomic contri-

bution of each atom in a molecule. In this way, if a molecule con-

sists of n atoms, then the kth two-linear (bilinear, quadratic, and

linear), three-linear (threelinear, threelinear-quadratic-bilinear, three-

linear-bilinear, threelinear-linear, and threelinear-cubic), and four-

linear (fourlinear, fourlinear-quadratic-threelinear, fourlinear-threelin-

ear, fourlinear-cubic-bilinear, fourlinear-bilinear, fourlinear-linear,

and fourlinear-quadruple) indices for atom “a” are calculated as N-

linear algebraic maps[26,27] (forms) in Rn, in a canonical basis set,

and are expressed by the following equations, respectively:

bLa5ba;kð�x ;�yÞ5
Xn

i51

Xn

j51

ga;k
ij xiyj5½X�TGa;k Y½ � 8 a51;2;...;n (1)

tr La5tr a;k �x ; �y ; �zð Þ5
Xn

i51

Xn

j51

Xn

l51

gta;k
ijl xiyjzl5GTa;k � �x � �y � �z (2)

quLa5qua;k �x ;�y ;�z ; �wð Þ5
Xn

i51

Xn

j51

Xn

l51

Xn

h51

gqa;k
ijl xiyjzlwh

5GQa;k ��x ��y ��z � �w
(3)

where k is the power to which the matrix representation is

raised (see N-tuples spatial-(dis) similarity matrices to represent

3D-information of the chemical structures section), “a” indi-

cates the atom (a51;2;...;n), n is the number of atoms in a

molecule, La is the entry corresponding to the contribution of

the atom “a” in the vector of atom-level indices L (designated

here by the well-known acronym: LOVI)[28,29] and x1,...,xn,

y1,...,yn, z1,...,zn and w1,...,wn are the coordinates or compo-

nents of the molecular vectors x , y , z , and w in a system of

canonical (natural) basis vectors of Rn.

The atomic properties to represent the chemical structures

have been oftenly used in several reports,[15,16,20,30] and as can

be observed in eqs. (1)–(3) several combinations according to

the different values of the vectors x , y , z , and w are obtained

for the two-linear, three-linear, and four-linear algebraic maps.

In this way, the algebraic forms shown in the Table 1 are used,

and as component of the molecular vectors the following

“standard” atom- and fragment-based properties (weights): (1)

atomic mass (M), (2) the van der Waals volume (V), (3) the

atomic polarizability (P), (4) atomic electronegativity in Pauling

scale (E), (5) atomic Ghose-Crippen LogP (A),[31–33] (6) atomic

charge (C) (Gasteiger–Marsili),[34] (7) atomic polar surface

area,[35] (8) atomic refractivity (R),[31–33] (9) atomic hardness[36]

(H), and (10) atomic softness[37] (S).

The coefficients ga;k
ij [gta;k

ijl , gqa;k
ijlh ] are the elements of the kth

two-tuples [three-tuples, four-tuples] atom-level spatial-(dis)-

similarity matrices, Ga;k [GTa;k , GQa;k] for atom “a,”
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respectively. These atom-level coefficients are obtained from

kth two-tuples [three-tuples, four-tuples] total spatial-(dis)simi-

larity matrix, Gk [GTk , GQk] (see subsection 2 in Supporting

Information 1) according to the influence of the atom “a” in

the relations between two [three, four] atoms of a molecule.

So, each atom-level matrix defines an atom-level index for

each atom “a” [see eqs. (1)–(3)]. The procedures to compute

the coefficients ga;k
ij [gta;k

ijl , gqa;k
ijlh ] are specified in the

reports[10,11] (see eqs. (4)–(6) in Supporting Information 1).

Therefore, from the previous definitions [see eqs. (1)–(3)],

the kth total (whole-molecule) N-linear [where N 5 2 (two-lin-

ear), 3 (three-linear), 4 (four-linear) atoms] indices can be calcu-

lated as a linear combination of the atomic contributions

(components of vector �L), coinciding these results (molecular

indices) with the original approach of the algebraic maps

used. However, it has been demonstrated in the reports[38–40]

that using other mathematical operators different from sum

more suitable results are obtained. These operators, called

aggregation operators or invariants (see Supporting Informa-

tion 2 for mathematical definitions), are also applied to vector
�L to compute the QuBiLS-MIDAS indices. In this way, the

attainment of the N-linear indices by summation of the LOVIs

is generalized.

N-tuples spatial-(dis) similarity matrices to represent 3D-

information of the chemical structures

The codification of 3D information of the chemical structures

to compute the proposed indices is performed through the

kth two-tuples, three-tuples, and four-tuples spatial-(dis)similar-

ity matrices [Gk , GTk , and GQk] for the duplex, ternary, and

quaternary atom relations, respectively [see eqs. (1)–(3)]. The

superscript k indicates the power to which G, GT, and GQ

are raised. For k 5 0, all entries of the matrices G0, GT0, and

GQ0 have value 1 and for k 5 1, the coefficients g1
ij , gt1

ijl , and

gq1
ijlh corresponding to the matrices G1, GT1, and GQ1 pro-

vide information on the interactions for two, three, and four

atoms, respectively.

The use of the elements of G1, GT1, and GQ1 and their

reciprocal matrix for the N-linear indices is inspired in the

physicochemical nature of different noncovalent interactions,

such as Coulomb potential, gravitational interactions, Van der

Waals terms, and so on. In fact, the kth power of Gk, GTk ,

and GQk are related with the powers of their elements, where

k 5 0, 61, 62, 663, . . ., 612. These real exponents take into

consideration the different noncovalent interactions among

atoms in molecule. For instance, for k 5 61 and k 5 62, the

Gk , GTk , and GQk reflect Coulombic-like and/or gravitational-

like interactions, respectively. The maximum k value, 612, is

related with the nonbonded (mainly steric) interactions associ-

ated with the functional form of the Lennard-Jones 6–12

potential, like in most CoMFA-like studies.

The molecular information is codified by means of (dis)-simi-

larity metrics and multimetrics. In this manner, when interac-

tions based on atom-pairs are considered then several

distance measures (metrics) are used (see Table 2),[10] achiev-

ing in this way a generalization of the geometrical distance

matrix[41] where each entry only corresponds to the Euclidean

distance[1],[42–44] between two atoms. In Ref. [10], it was dem-

onstrated that with the use of these metrics different from the

Euclidean distance orthogonal information is codified and con-

sequently, better results are achieved in QSAR studies. Con-

versely, several multimetrics (see Table 3) are used to codify

the existing information in relations between three (or four)

atoms of a molecule, for example, the triangle area (for three

distinct atoms). The objective of these multimetrics is to pro-

vide other measures to capture relevant information when n

atoms are considered and so, to take into account noncova-

lent interactions other than the common one between two

atoms.[11]

It is important to highlight that the diagonal elements of

the matrices G1, GT1, and GQ1 could have values different

from zero with the objective of achieving a greater discrimina-

tion of the molecular structures. In this sense, the following

two options are taken into account: (1) the number of lone-

pair electrons for atoms or (2) the spatial distance for each

atom i and center of the molecule. This distance is computed

with the (dis)-similarity metric(s) [see Table 2] selected when

atom-pair relations are analyzed, or when multimetrics

depending on the distance between two atoms are employed,

for example, Perimeter. For the volume (m23), bond angle

(m27–m28), and dihedral angle (m29–m30) multimetrics, if the

distance to molecule center is considered then it is calculated

with the Euclidean metric.

The calculation of the matrices Gk , GTk , and GQk for k� 2

is performed through the Hadamard matrix product and thus

these can be considered as generalized matrices.[41] It follows

that when the exponent k is negative then the reciprocal of

each entry of the N-tuples matrices is computed, except for

the diagonal elements when the numbers of lone-pairs is

considered.

These previous N-tuples matrices (Gk , GTk , and GQk) can

be also used to codify information related with groups or

Table 1. N-linear algebraic forms implemented for the different values of

the molecular property vector.

1. Two-linear bk �x ; �yð Þ
� �

- Linear (X, Y 5 1)

- Bilinear (X <> Y)

- Quadratic (X 5 Y)

2. Three-linear trk �x ; �y ; �zð Þ
� �

- Threelinear (X <> Y <> Z)

- Threelinear-quadratic-bilinear ((X 5 Y) <> Z)

- Threelinear-bilinear (X <> Y, Z 5 1)

- Threelinear-linear (X, Y 5 1, Z 5 1)

- Threelinear-cubic (X 5 Y 5 Z)

3. Four-linear quk �x ; �y ; �z ; �wð Þ
� �

- Fourlinear (X <> Y <> Z <> W)

- Fourlinear-quadratic-threelinear ((X 5 Y) <> Z <> W)

- Fourlinear-threelinear (X 5 1, Y <> Z <> W)

- Fourlinear-cubic-bilinear ((X 5 Y 5 Z) <> W)

- Fourlinear-bilinear (X 5 Y 5 1, Z <> W)

- Fourlinear-linear (X 5 Y 5 Z 5 1, W)

- Fourlinear-quadruple (X 5 Y 5 Z 5 W)

Symbols Used 1: Using the unitary vector. <>: Using different proper-

ties. 5: Using equal properties.
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atom-types belonging to a specific molecular fragment (F). To

this end, the kth local-fragment two-tuples, three-tuples, and

four-tuples spatial-(dis)similarity matrices, Gk
F , GTk

F , and GQk
F

are utilized, respectively.[10,11] From these total local-fragment

matrices, the corresponding atom-level local-fragment matrices

(Ga;k
F , GT

a;k
F , GQ

a;k
F ) are determined [see Section 4 in Support-

ing Information 1], which are used to compute the atom-level

local-fragment indices [see eqs. (1)–(3)]. The molecular frag-

ments (or atom-types) used are: hydrogen bond acceptors (A),

carbon atoms in aliphatic chains (C), hydrogen bond donors

(D), halogens (G), terminal methyl groups (M), carbon atoms in

aromatic portion (P), and heteroatoms [O (oxygen), N (nitro-

gen), and S (sulfur) in all valence states, denoted as X].

Moreover, with the aim of taking into consideration only

some type of interatomic interactions (e.g., short-, middle-, and

large-contacts) in the computation of the QuBiLS-MIDAS MDs,

two different constraints have been used: (1) N-tuples Graph-

theoretical cutoff (p) based on topological distance at a lag p,

denoted as “path cutoff” and (2) N-tuples Geometric cutoff (l),

based on Euclidean distance at a lag l known as “length cutoff.”

With the application of these cutoffs over the matrix G1 [GT1,

GQ1], a new matrix approach is created: the two-tuples [three-

tuples, four-tuples] topological and geometric neighborhood

quotient matrix, NQG1 [NQGT1, NQGQ1]. These two cutoffs

permit to unify the topological (2D) and geometric (3D) infor-

mation in a same matrix representation, as well as, to take into

account the most important noncovalent interactions according

to user-predefined thresholds p and/or l.

Finally, when normalizing procedures are not employed for the

previous matrix approaches, then these are known as the kth non-

stochastic [two-tuples, three-tuples, and four-tuples] total (or local-

fragment) spatial-(dis)similarity matrices [nsG
k
ðFÞ, nsG

k
ðFÞ, and

ns GQk
ðFÞ]. However, the probabilistic transformations have been

used in other frameworks with successful results.[16,18,45–47] So,

with the purpose of normalizing the nonstochastic N-tuples matri-

ces three probability schemes are applied: the simple-stochastic,

the double-stochastic, and the mutual probability algebraic trans-

formation. The double-stochastic scaling is only applied to the

two-tuples matrices[48,49] due to the fact that no similar procedure

has been reported for high-order matrices (see Section 3 in Sup-

porting Information 1). Specifically, the kth simple-stochastic spa-

tial-(dis)similarity matrices [ss G
k
ðFÞ, ss GTk

ðFÞ, and ss GQk
ðFÞ] are

nonsymmetric, where the sum of the elements of each row is

equal to 1. Conversely, in the kth double-stochastic spatial-(dis)-

similarity matrices [ds G
k
ðFÞ], the sum of the elements of each row

and column is approximately equal to 1 and lastly, in the kth

mutual-probability spatial-(dis)similarity matrices [mp Gk
ðFÞ,

mp GTk
ðFÞ, and mp GQk

ðFÞ] the sum of all coefficients is equal to 1.

Overview of the QUBILS-MIDAS Software

To compute the 3D-MDs previously described, the QuBiLS-MIDAS

software was developed. The implementation of this computer

program was performed in Java (version 1.7) due to the advant-

age presented by this programming language in being fully

cross-platform. The programs written in this language are com-

piled to byte-code format, which permit the running of applica-

tions in any operating system and hardware whenever there is a

Java Virtual Machine (JVM) available. It is important to highlight,

that in the development of this software the Chemical Develop-

ment Kit library[50] (version 1.4.19) was employed, mainly for the

manipulation and storing of the molecular structures. Also, it was

used for the calculation of the atom- and fragment-based chemi-

cal properties utilized in the QuBiLS-MIDAS program as weighting

schemes for the atoms of a molecule.

The QuBiLS-MIDAS software consists of two main components:

the front-end and the back-end. In the front-end, the graphical user

Table 2. Metrics used to compute the “distance” between two atoms of a molecule.

Metrics Formula[a] Range[b] Average Range

Minkowski (m1–m7) p 5 0.25, 0.5, 1, 1.5, 2, 2.5, 3, and 1 (where,

when p 5 1, it is the Manhattan, city-block, or taxi distance

(also known as Hamming distance between binary vectors)

and p 5 2 is Euclidean distance)

dXY 5
�Ph

j51 jxj2yj jp
�1

p 0;1½ Þ �d5 dXY

n
1 p=

0;1½ Þ

Chebyshev/Lagrange (m8) (Minkowski formula when p 51) dXY 5max jxj2yj j
� �

Canberra (m10) dXY 5
Ph

j51
jxj 2yj j
jxj j1jyj j

0; n½ � �d5 dXY

n 0; 1½ �

Lance–Williams/Bray–Curtis (m11)

dXY 5

Xh

j51
jxj 2yj jXh

j51
jxj j1jyj jð Þ

0; 1½ � �d5 dXY

n 0; 1
n

� �

Clark/Coefficient of Divergence (m12)
dXY 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPh
j51

�
xj 2yj

jxj j1jyj j

�2
r

0; n½ � �d5 dXYffiffi
n
p 0;

ffiffiffi
n
p

½ �

Soergel (m13) dXY 5 1
n

Ph
j51

jxj 2yj j
max xj ;yjf g

0; 1½ � �d5 dXY

n 0; 1
n

� �
Bhattacharyya (m14)

dXY 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPh
j51

ffiffiffiffi
xj
p

2
ffiffiffiffi
yj
p	 
2

q
0;1½ Þ �d5 dXYffiffi

n
p 0;1½ Þ

Wave–Edges (m15)
dXY 5

Ph
j51 12

min xj ;yjf g
max xj ;yjf g

� �
0; n½ � �d5 dXY

n
0; 1½ �

Angular Separation/[1-Cosine (Ochiai)] (m16)
dXY 512Cos XY where, CosXY 5 XY

kXkkYk5

Xh

j51
xj yjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXh

j51
x2

j

Xh

j51
y2

j

q 0; 2½ �

[a] The variable xj(yj) is the value of the coordinate j of the atom s and the atom t, corresponding to the molecule X (Y), respectively. The h value is the

Cartesian coordinates (x, y, z) of an atom. The p values in Minkowski metric are 0.25, 0.5, 1 (Manhattan), 1.5, 2 (Euclidean), 2.5 and 3 (Minkowsky). [b]

“Range” refers to “range” and not to “rank” and is defined as Range 5max xj

� �
2min xj

� �
.
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interfaces (GUIs) are implemented for the configuration of the MDs,

whereas in the back-end the responsible classes of performing the

computation of these molecular parameters are defined. The back-

end was developed as an Application Programming Interface (API),

in such way that it can be used as Java library in the development

of other software or in the implementation of other user-friendly

interfaces either graphically or command-line based. In this way,

with these two components it is achieved that the presentation

layer of the QuBiLS-MIDAS software is independent of the process-

ing logic implemented in the back-end and thus, any modification

in this last component does not provoke changes in the front-end,

and vice versa. Table 4 shows a comparison for several MD calculat-

ing software, with the respective features detailed.

Front-end: Desktop graphic user interface of the QuBiLS-

MIDAS software

To facilitate the calculation of the QuBiLS-MIDAS MDs, a

remarkably friendly Desktop GUI was developed to provide a

simple way to configure the different parameters used, such

as: the algebraic forms, the matrix approaches, the N-tuples

cutoffs, atomic properties, and so on. Figures 1 and 2 show

the principal user interface of the program (GUI) and the dia-

log windows designed to configure some of these parameters,

respectively. These configuration sections constitute distinctive

features of this software with respect to remaining applica-

tions, because they allow to the users to personalize the N-lin-

ear indices according to their necessities and thus predefined

MDs are not calculated, for instance: the DRAGON software

computes the radial distribution function (RDF) MDs repre-

sented by the nomenclatures RDFRw, where the R values

(radius of the spherical volume) and the atomic properties w

are established by default and not by the user.

Therefore, in the QuBiLS-MIDAS program, in the “Algebraic

Form” panel one may chose the specific algebraic maps to be

used in the computation of the MDs according to the “N”

atoms to be taken into account, which are selected in the

“Constraints” panel as follows: the Duplex option for

N52,three-tuples (ternary) option for N53 and four-tuples

(quaternary) option for N54. The matrix approaches

Table 3. Measures used to compute the ternary and quaternary relations for atoms of a molecule.

Measure Formula

Ternary Measures (TTXYZ)

Perimeter (m19–m20) TXYZ 5dxy1dyz1dzx

Triangle Area (m21–m22) TXYZ 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s s2dXYð Þ s2dYZð Þ s2dZXð Þ

p

s5
dXY 1dYZ 1dZX

2
Summation Sides (m25–m26) TXYZ 5dXY 1dYZ

Bond angle (Angle between sides) (m27–m28) AX ; AY ; AZ coordinates of three atoms of a molecule

U5AX 2AY ; V5AZ 2AY

TXYZ 5a5arccos
U3V

jUj3jVj

� �

Quaternary Measures (QQXYZW)

Perimeter (m19–m20) QXYZW 5dXY 1dYZ 1dZW 1dWX

Volume (m23–m24) AX ; AY ; AZ ; AW coordinates of four atoms of a molecule

QXYZW 5
1

6

AY12AX1 AZ12AX1 AW12AX1

AY22AX2 AZ22AX2 AW22AX2

AY32AX3 AZ32AX3 AW32AX3

0
BBBB@

1
CCCCA

Summation Sides (m25–m26) QXYZW 5dXY 1dYZ 1dZW

Dihedral Angle (m29–m30) AX ; AY ; AZ coordinates of three atoms of a molecule in the plane A

BW ; BY ; BZ coordinates of three atoms of a molecule in the plane B

UA5 AX 2AYð Þ3 AZ 2Ay

	 


UB5 BW 2AYð Þ3 BZ 2Ay

	 


QXYZW 5a5arccos
UA3UB

jUAj3jUBj

� �
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(nonstochastic, simple-stochastic, double-stochastic, and

mutual probability) used in the algebraic forms are configured

in the “Matrix Form” panel. In this same panel, the (dis-)similar-

ity metrics and multimetrics to characterize the relations

between “N” atoms of a molecule are also chosen, as well as,

the power k (order) to which the coefficients of the matrices

are raised. In the “CutOff” panel, one may select the option to

analyze the whole molecule or specify the value(s) and/or

value-rank(s) of the thresholds p and/or l to consider only the

noncovalent interactions under the established criterion. Lastly,

in the “Local-Fragments” panel, the chemical groups (or atom-

types) to compute the local-fragment N-linear indices are

selected; in the “Properties” panel, the atomic properties used

to set different weighting schemes are chosen as components

of the molecular vectors and accordingly, several combinations

of the N-linear forms are achieved (see Table 1); and in the

“Invariants” panel, the mathematical operators used to aggre-

gate the atomic contributions are configured in order to

obtain different total or local MDs.

Moreover, in the GUI there are other useful options to con-

figure the QuBiLS-MIDAS MDs. In this way, the “On/Off H-

Atoms” option could be used to consider or not the hydrogen

(H) atoms during the calculation of the indices (by default the

H-depleted structures are considered). Besides, nonzero values

in the diagonal coefficients may be taken into account by

selecting the “On/Off Distance to Center” option to compute

the diagonal coefficients as the distance of each atom to cen-

ter of the molecule, or the “On/Off Lone-Pair Electron” option

to consider the amount of lone-pair electrons present in each

atom. It is important to point out that these last two options

cannot be chosen at the same time. Also, the QuBiLS-MIDAS

program has the “Show Debug Report” option, which can be

utilized to save all information concerning to the algebraic

process that takes place in the calculation.

In addition, this application permits to choose the input files

corresponding to the chemical structures to be analyzed,

Figure 1. Principal graphic user interface for the QuBiLS-MIDAS software.

Figure 2. Dialog windows to configure some of the parameters to compute the QuBiLS-MIDAS indices. (A) Interface for the (dis-)similarity metrics. (B) Inter-

facefor the local-fragment (atom-type) chemical groups. (C) Interface for the atom properties. (D) Interface for invariants or aggregation operators.
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which may be supported in the MDL MOL/SDF formats. These

input files are sequentially read due to the fact that only one

molecular structure is analyzed at a time and in this manner,

the program employs suitable memory allocation according to

the size of the molecule and to the matrix form to be used.

Moreover, the path of the output file may be specified where

the values of the computed MDs are saved. To this end, the

QuBiLS-MIDAS program offers the following output file for-

mats: CSV, ARFF, and TXT (with the space ASCII separated for-

mat) which are easily interpretable by popular statistical and/

or machine learning applications, such as MobyDigs[51] and

WEKA[52] (see Scheme 1 for program workflow).

Another feature of this program is that it enables saving the

configuration utilized for the calculation of MDs to a XML file

(projects). In this manner, several configurations can be saved

as QuBiLS-MIDAS projects, which may subsequently be used

with other molecular datasets when the software is run again.

This option is important due to the fact that it is not necessary

to manually configure the same MDs in the GUI each time

they need to be computed. Furthermore, in this software sev-

eral projects are provided by default for the calculation of the

QuBiLS-MIDAS Duplex, Ternary, and Quaternary MDs, which

can be used by the final-user to perform chemoinformatics

studies. These projects have been employed successfully (bet-

ter outcomes than those reported in the literature) in the

modeling of the binding affinity to the corticosteroid-binding

globulin, and were built from the best results obtained in in-

house comparisons according to relevance, orthogonality, and

correlation ability (QSAR study) of the different parameters

used for the computation of the QuBiLS-MIDAS 3D-

indices.[10,11]

The calculation of the MDs can be performed in an interac-

tive mode using the GUI and its progress monitored through

the main interface. This procedure has an inconvenience in

that if the user wants to execute several QuBiLS-MIDAS proj-

ects, then these have to be sequentially run (i.e., one by one),

which constitute a tedious task. However, this software has a

batch processing module implemented which allows an easy

integration for high-throughput and routinely carried out MD

calculations. In reality, this module is designed to manage and

allow the configuration of up to eight batch tasks, where one

task is constituted by one or several datasets on which one or

several projects previously saved are computed.

Finally, it is important to remark that the QuBiLS-MIDAS soft-

ware has incorporated a module for data curation tasks. In Ref.

[53], Tropsha and coworkers, motivated by the errors existing

in some medicinal chemistry publications due to the inaccur-

acy of the input data,[54] investigates several errors present in

popular public databases of compounds which have affected

the results of chemoinformatics studies. For this reason, these

authors propose a guideline with the most common curation

practices that may be followed as a general reference scheme.

In this sense, the QuBiLS-MIDAS software has incorporated

functionalities for the removal of mixtures, inorganics, organo-

metallics, and duplicates, as well as, the neutralization of salts.

These procedures were implemented according to the descrip-

tion performed in Tropsha’s guidelines.[53]

Back-end: The core classes to compute the QuBiLS-MIDAS

MDs

All the requests performed by the users through the GUI are

processed by the QuBiLS-MIDAS library. This component is

organized in packages according to the goals of the function-

alities and so to facilitate its understanding. The principal

package is tomocomd.cardd.qubils, which does not contain

Scheme 1. General workflow of the QuBiLS-MIDAS software for descriptors calculating. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

SOFTWARE NEWS AND UPDATES WWW.C-CHEM.ORG

1404 Journal of Computational Chemistry 2014, 35, 1395–1409 WWW.CHEMISTRYVIEWS.COM

http://wileyonlinelibrary.com


objects’ definitions, but contains the packages descriptors,

matrices, metrics, and workers that encapsulate the main con-

cepts utilized in the definition of the QuBiLS-MIDAS MDs and

in the implementation of this program.

The descriptors package includes the classes related with the

bilinear, quadratic, and n-linear algebraic maps. The matrices

package contains the objects responsible for building the N-

tuples matrix (2 � N � 4) representations that are used by the

algebraic forms. The metrics package presents the classes corre-

sponding to the (dis-)similarity metrics based on the relations for

two, three, and four atoms of a molecule. Finally, the workers

package has the necessary classes for the configuration, realiza-

tion and control of the calculation of the MDs implemented.

Figure 3 shows the UML diagram belonging to most impor-

tant classes implemented to perform the computation of the

QuBiLS-MIDAS MDs, while Figure 4 shows the UML diagram

corresponding to the functions employed to compute the rela-

tions for N atoms. As can be observed, the classes Algebraic-

Descriptor, Metric, and MatrixContainer constitute the

superclasses that support abstraction levels for the concepts

related with the N-linear molecular indices, the (dis-)similarity

metrics, and the N-tuples matrices, respectively.

In Figure 3, the classes DuplexDescriptor, TernaryDescriptor,

and QuaternaryDescriptor have defined the concepts corre-

sponding to the MDs based on two-linear (bilinear, quadratic,

and linear), three-linear, and four-linear algebraic maps, respec-

tively. Conversely, the classes MatrixContainerDuplex, Matrix-

ContainerTernary, and MatrixContainerQuaternary represent

the two-, three-, and four-tuples spatial-(dis)similarity matrices.

In addition, these classes contain the algorithms to perform

Figure 3. UML Class Diagram for the most important classes that contribute to the calculation of the QuBiLS-MIDAS indices.

Figure 4. UML Class Diagram for the responsible classes to compute the (dis-)similarity metrics based on the relations for two, three, and four atoms of a

molecule.
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the simple-stochastic, double-stochastic and mutual probability

algebraic transformations, as well as, to determine the atom-

level spatial-(dis)similarity matrices. In Figure 4, the classes that

extend from MetricDuplex have the distance measures (Min-

kowski, Canberra, Soergel, and so on) implemented so as to

establish relations between two atoms, whereas the classes

that extend from MetricNuples represent the metrics to com-

pute relations among three and four atoms.

Lastly, the classes AlgebraicDescriptorFactory and MetricFac-

tory handle the creation of the different kinds of descriptors and

(dis-)similarity metrics either from a configuration performed by

the user through the GUI or from a QuBiLS-MIDAS project previ-

ously saved. Finally, the DescriptorCalculatorController class is

responsible for controlling the computation of the MDs and to

store the results obtained in an output file according to the for-

mat selected by the user; whereas the DescriptorCalculatorTask

class is accountable for performing the calculation.

The processing time of this program relies on the high-

throughput computing of N-linear indices and/or molecular data-

sets, for instance: if the sequential calculation of one four-linear

index has a computational complexity of Oðn4Þ [n is the dimen-

sion of the algorithm, in this case constitutes the amount of

atoms of the molecule] and 5000 MDs are computed over a

dataset of 10,000 compounds (considering all compounds to

contain 50 atoms each), then the program performs 312531011

floating-points operations. Thus, this calculation accomplished in

a processor capable of executing 53109 operations per second

will delay approximately 62; 500 seg . If this same computation

is performed in four processors with equal computational power,

then the processing is reduced to approximately 15; 600 seg .

Bearing this in mind, the algorithms for calculating the

QuBiLS-MIDAS MDs were efficiently implemented. Furthermore,

taking into consideration the parallel environmental of the

modern computers and the evident decomposition of the cal-

culation to be performed into independent-tasks, the pre-

sented software was developed to take advantage of the

multicore architectures and thus to improve the speed in the

calculation. These previous ideas constitute essential features

for the development of software for the calculation of MDs,

which for this program are explained in the next section.

Analysis of Algorithms and Parallel
Performance Tests

In this section, the complexity of the main algorithms imple-

mented for the calculation of the QuBiLS-MIDAS 3D-indices is

analyzed. For each algorithm the corresponding asymptotic

notation (Big O) is shown. Also, the parallelization strategy and

the tests used to analyze the speed achieved in the computa-

tion of the MDs are detailed.

Temporal complexity of algorithms

The analyzed algorithms are the corresponding to simple-

stochastic and mutual-probability algebraic transformations, as

well as, the procedure to compute the atomic contributions of

the QuBiLS-MIDAS Duplex, Ternary, and Quaternary MDs. The

analysis of the algorithm for the double-stochastic transforma-

tion is performed in reference,[49] where the Sinkhorn–Knopp

method is presented.

The simple-stochastic scaling, in general sense, is performed

by dividing each entry of the matrix by the sum of all coeffi-

cients corresponding to the slide to which the entry belongs.

In this way, the relations of each atom i with respect to the

remaining atoms of the molecule are taken into account. Spe-

cifically, this procedure in a two-tuples matrix is carried out by

dividing each coefficient of a row (slide) by the total sum of

the entries belonging to the same row (see eq. (14) in Sup-

porting Information 1); in a three-tuples matrix this is attained

through the division of each entry by the summation of all

entries of the two-tuple matrix (slide) corresponding to each

atom i (see eq. (15) in Supporting Information 1); and in a

four-tuples matrix each coefficient is divided by the total sum

of all entries of the three-tuple matrix (slide) belonging to

each atom i (see eq. (16) in Supporting Information 1). Thus,

the computational cost of this algorithm for the two-, three-,

and four-tuples matrices is O n2ð Þ, O n3ð Þ, and O n4ð Þ,
respectively.

Conversely, the mutual-probability transformation, irrespec-

tive of the matrix order, is accomplished by summing all coeffi-

cients of the corresponding matrix and next, each coefficient

of the matrix is divided by the calculated total sum (see eqs.

(17)–(19) in Supporting Information 1). Therefore, this proce-

dure applied to the nonstochastic two-, three-, and four-tuples

matrices [ns G
k
ðFÞ, ns GTk

ðFÞ, and ns GQk
ðFÞ] present a computa-

tional complexity of Oðn2Þ, Oðn3Þ, and Oðn4Þ, respectively.

Finally, the algorithms for the calculation of the QuBiLS-

MIDAS MDs are analyzed. These constitute the principal proce-

dures due to the fact that they are the responsible for per-

forming the multiplication based on two-linear (bilinear,

quadratic, linear), three-linear, and four-linear algebraic forms

to compute the atom-level indices.

The trivial algorithm to compute the atomic contributions

consists in the use of a loop that iterates for each atom of a

molecule and in this way, determines the corresponding atom-

level matrix. Inside this loop, the strategy corresponding to

the iterations for the two-, three-, or four-tuples matrices is

implemented to analyze the relations for two, three, or four

atoms with respect to the atom represented by the outer

loop. Once the atom-level matrices are determined, then these

are multiplied by the corresponding property vectors and sub-

sequently, the atom-level indices are obtained. These imple-

mentations have a computational complexity of O n3ð Þ, O n4ð Þ,
and O n5ð Þ when MDs based on relations for two, three, and

four atoms are calculated, respectively.

However, in the previous procedures when the atom-level

matrices are computed, it can be analyzed that the only entries

with values different from zero are the corresponding to the

atom with respect to which the atom-level matrix is built.

Therefore, this suggests that in place of iterations for each atom

to build the atom-level matrix and then determine the corre-

sponding atom-level index, it is more efficient to compute the

atom-level indices at the same time that the two-, three-, or

four-tuples matrices are analyzed. In this manner, these
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algorithms have been optimized to an inferior polynomial order,

with a complexity of O n2ð Þ, O n3ð Þ, and O n4ð Þ for the computa-

tion of the atomic contributions corresponding to the QuBiLS-

MIDAS Duplex, Ternary, and Quaternary MDs, respectively.

Speed-up analysis in the parallel processing

The QuBiLS-MIDAS MDs are computed in parallel using the Fork/

Join framework[55] implemented in Java. So, there is a pool with

many Worker threads according to the available CPUs on the

system, where each worker has its own scheduling queue. A

recursive task (DescriptorCalculatorTask object) that contains the

total set of MDs to compute is responsible for dividing this cal-

culation into smaller tasks (DescriptorCalculatorTask objects)

depending on the amount of workers. When these subtasks

only contain one descriptor then it is directly calculated, or else

these subtasks continue being divided until the previous thresh-

old is achieved. It is important to highlight, that in this frame-

work each subtask created by the task of a given worker is

pushed to its queue. In addition, when a worker does not have

more tasks that attend to then it takes tasks from other workers’

queue randomly selected. The advantage of the Fork/Join frame-

work is that it makes an efficient use of all CPUs present in mod-

ern computers through the utilization of the work-stealing

schedule strategy.[56]

The experiments to analyze the speed achieved during the

calculation of the QuBiLS-MIDAS MDs were performed on a Dell

Precision T7600 computer workstation with two IntelVR XeonVR

E5–2687W 3.1 GHz processors and 32 GB RAM, but only 16 GB

RAM were assigned to the JVM to run the QuBiLS-MIDAS soft-

ware. This architecture integrates eight native cores with simulta-

neous multithreading technology each one, which enables the

execution of 16 processing threads at the same time. A total of

20,280 QuBiLS-MIDAS Duplex, Ternary, and Quaternary MDs were

computed for the PrimScreen1 collection database (http://www.

otavachemicals.com/download-compound-libraries/cat_view/110-

diversity-sets/128-primscreen-1) comprised of 1000 structures.

Table 5 shows the processing time (total, per molecule, and

descriptor), speedup, and efficiency achieved in the calculation

of the QuBiLS-MIDAS Duplex, Ternary, and Quaternary MDs.

Also, in Figure 5 the processing time and speedup, corre-

sponding to QuBiLS-MIDAS indices, are graphically repre-

sented. As can be observed, the total processing time always

decreases as long as the number of processors is increased

(see Figs. 5A–5C), and thus the multicore architecture is prop-

erly employed. In this way, the sequential calculation time of

the Duplex, Ternary, and Quaternary indices is approximately

reduced in 5.8, 6.8, and 6.0 times, respectively.

However, as it can be seen in Figure 5D, the speedup is not

always proportional to the amount of processors used. Conse-

quently, it can be appreciated in the Table 5 (Efficiency col-

umn) that the efficiency considerably decreases beyond four

processors in the computation of the QuBiLS-MIDAS indices.

This behavior could be motivated by the fact that there exists

a greater level of synchronization among the different worker

threads when the descriptor values are sent to the output file,

due to the fact that this process must be performed in the

same order of creation of the molecular indices.

Conclusions

Free software for the computation of the QuBiLS-MIDAS MDs,

composed of a desktop user-friendly interface (GUI) and a library

component (API) was developed. Therefore, it can be used as

standalone software or as part of another application. This soft-

ware was implemented in Java and thus can be executed in dif-

ferent architectures and operating systems. In addition, it allows

configuration of each parameter of the N-linear indices, which

constitutes a unique feature with respect to the remaining calcu-

lation programs of MDs. Also, this software has incorporated a

set of functionalities for data curation tasks and a module for

the batch processing of MDs. Lastly, for the computation the

Table 5. Calculation results of the QuBiLS-MIDAS indices.

Number of processors Processing time Speedup Efficiency

Processing time

for one molecule (s)

Processing time for

one descriptor (s)

QuBiLS-MIDAS duplex indices

1 2139 1.000 1.000 2.139 0.105

2 1382 1.547 0.774 1.382 0.068

4 932 2.295 0.574 0.932 0.046

8 586 3.653 0.457 0.586 0.029

16 383 5.584 0.349 0.383 0.019

QuBiLS-MIDAS ternary indices

1 31,847 1.000 1.000 31.847 1.570

2 16,306 1.953 0.977 16.306 0.804

4 9079 3.508 0.877 9.079 0.448

8 6528 4.879 0.610 6.528 0.322

16 4633 6.874 0.430 4.633 0.228

QuBiLS-MIDAS quaternary indices

1 639,006 1.000 1.000 639.006 31.509

2 379,391 1.684 0.842 379.391 18.708

4 213,830 2.988 0.747 213.830 10.544

8 152,421 4.192 0.524 152.421 7.516

16 106,370 6.007 0.375 106.370 5.245
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multicore architecture of the current computers is utilized and

so the speed during the processing is increased.

Futures Outlooks

The QuBiLS-MIDAS software is being continuously updated. At

the moment, a second version is being developed where chir-

ality properties, more (dis-)similarity metrics and multimetrics,

more local-fragments or atomic properties are taken into con-

sideration. Furthermore, a new set of cutoffs based on multi-

metrics and spherical truncates are being implemented, as

well as, a module for the reduction of nonrelevant descriptors

according to a determined criterion and another module for

structure visualization. Lastly, a version to compute molecular

indices on a distributed computing system for high-

throughput calculation tasks is being developed, as well as, a

version to use the Graphical Processing Unit (GPU) present in

several personal computers nowadays.
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